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1. ABOUT NVIDIA RAID

NVIDIA brings Redundant Array of Independent Disks (RAID) tech-
nology—which is used by the world’s leading businesses—to the
common PC desktop. This technology uses multiple drives to ei-
ther increase total disk space or to offer data protection.

RAID techniques were first published in 1988 by a multivendor con-
sortium—the RAID Advisory Board. RAID techniques were divided
into different categories or levels.

Originally, RAID levels focused on improving resiliency or data avail-
ability. As additional RAID levels were defined, one was introduced
for improving performance. For all levels, RAID techniques optimize
storage solutions by using multiple disks grouped together and
treating them as a single storage resource.

This chapter describes NVRAID in the following sections:

* “System Requirements” on page 2.

* “RAID Arrays” on page 2 describes the RAID levels supported
by NVRAID.

#* “NVIDIA RAID Features” on page 8 describes additional fea-
tures offered by NVRAID.




1.1 SystemRequirements

Operating System Support

NVRAID supports the following operating systems:
* Windows® XP Home Edition

» Windows XP Professional Edition

» Windows 2000 Professional

* Windows 2003 Server

1.2 RAIDArrays

This section describes the following types of RAID arrays that
NVRAID supports:

+ RAID 0: RAID 0 defines a disk striping scheme that improves
the disk read and write times for many applications.

+ RAID 1: RAID 1 defines technigues for mirroring data.

¢+ RAID 0+1: RAID 0+1 combines the techniques used in RAID 0
and RAID 1 arrays.(Note: Only support P Serial Case).

¢ Spanning (JBOD): JBOD provides a method for combining drives
of different sizes into one large disk.

RAID O
? How RAID 0 Works

RAID 0 involves no parity cal-
culations to complicate the
write operation. This makes
RAID O ideal for applications
that require high bandwidth
but do not require fault

tolerance. RAID 0 has the best < o
«_Block2
Figure 1.1 RAID 0 Array Diagram Block4

Block6




performance and capacity of
any RAID level, but the lowest
availability (no fault tolerance).
If one drive fails, the entire ar-
ray fails because part of the
data is missing with no way
to recover it other than restor-
ing from a backup.

Summary of Features and Benefits

Provides increased data throughput, especially for

Benefits large files. No capacity loss penalty for parity.

Does not deliver any fault tolerance.

Drawbacks If any drive in the array fails, all data is lost.

Intended for non-critical data requiring high data
Uses throughput, or any environment that does not
require fault tolerance.

Minimum: 1. Maximum: Up to 6 or 8,

Drives depending on the platform.

Fault Tolerance |No.




RAID 1
? How RAID 1 Works

In a RAID 1 array, every read and write is actually carried out in
parallel across two disk drives. The mirrored—or backup—copy of
the data can reside on the same disk or on a second redundant
drive in the array. RAID 1 provides a hot-standby copy of data if the
active volume or drive is corrupted or becomes unavailable because
of a hardware failure. RAID 1 techniques can be applied for high-
availability solutions, or as a form of automatic backup that elimi-
nates tedious manual backups to more expensive and less reliable
media.

RAID 1 provides complete data
redundancy, but at the cost of
doubling the required data
storage capacity, resulting in
50% capacity utilization. Per-
formance is roughly the same
as for a single drive, although
in some instances the dual | 1

write may be somewhat <
slower. _Blockl 4 . _Blockl
Block2 ' Block2z -

—_Block3_ Block3

Figure 1.2 RAID 1 Array Diagram

Summary of Features and Benefits

Benefits Provides 100% data redundancy. Should one drive fall,
the controller switches to the other drive.

Drawbacks Requires two drives for the storage space of one
drive. Performance is impaired during drive rebuilds.
RAID 1 is ideal for small databases or any other

Uses application that requires fault tolerance and minimal
capacity.

Drives Minimum, 2. Maximum, 2.

Fault Tolerance | Yes.




RAID 0+1
? How RAID 0+1 Works

RAID 0 drives can be mirrored using RAID 1 techniques, resulting in
a RAID 0+1 solution for improved performance plus resiliency.

am>» (A‘D :”‘J— T

“ Blockl/, ‘\ Blockz'l, e Block1l o Blockz/,

~_Block3 _, «_Block4 T |._Block3 _{ \_Blockd
Block5 Block6 . Block5__J Block6

Figure 1.3 RAID 0+1 Array Diagram

The controller combines the performance of data striping (RAID 0)
and the fault tolerance of disk mirroring (RAID 1). Data is striped
across multiple drives and duplicated on another set of drives.

Summary of Features and Benefits

Optimizes for both fault tolerance and performance,
allowing for automatic redundancy.

Benefits May be simultaneously used with other RAID levels
in an array, and allows for spare disks.
Requires twice the available disk space for data
Drawbacks redundancy, the same as RAID level 1.
Drives Minimum: 4. Maximum: 6 or 8, depending on the

platform.

Fault Tolerance | Yes.




Spanning (JBOD)

? How JBOD Works

JBOD stands for “Just a Bunch of Disks”. Each drive is accessed as
if it were on a standard SCSIhost bus adapter. This is useful when
a single drive configuration is needed, but it offers no speed im-
provement or fault tolerance.

i Logical:

:Drive : | Disk1:40GB 4

. Disk2: 80GB _|
. Disk3: 40GB _ |

S

Figure 1.4 JBOD Array Diagram

Summary of Features and Benefits

JBOD provides the ability to combine odd size

Benefits drives using all of the capacity of the drives.

Drawbacks Dgcreas_.es performance because of the difficulty in
using drives concurrently.

Uses JBOD works best if you have odd sized drives and

you want to combine them to make one big drive.

Fault Tolerance

No.




Summary of RAID Configurations

§ Table 1.1 RAID Configuration Summary

Array RAID O RAID 1 RAID 0+1 | JBOD
Non-critical Smdl Criticd data | Combining
data requiring | databases or | reguiring high | odd size
high any other performance. | drivesinto

Uses performance. | smal capacity one big drive.

environment
requiring fault
tolerance.
High data 100% data Optimized for | Combines
throughput. redundancy. | both 100% and uses the
dataredund- | capacity of
Advantages ancy and odd sze
performance. | drives.
Allows spare
disks.
No fault Requires two | Requires two | Decreases
tolerance. drives for the | drivesfor the | performance
storage space | storage space | because of
of onedrive. | of onedrive | the difficulty
thesame | inusng

JTEEEESE as RAID drives

leve 1. concurrently
or to optimize
drivesfor
different uses

# Hard Disks | multiple 2 4+ multiple

.llf ZI:J; e None Yes Yes No




1.3 NVIDIARAID Features
NVRAID offers the following additional features:

¢ Free Disk and Dedicated Spare Disk

A Free Disk or Dedicated Disk can be automatically used in case
one drive of a mirrored array fails. A free disk can be used by any
available mirrored array, while a dedicated disk can be used only
by the array to which itis assigned.

+ RAID Across PATA and SATA (Nonsupport MCP51 Serial)

NVRAID can span across both Parallel ATA as well as Serial ATA
controllers. RAID operations can be performed on Parallel ATAhard
drives, Serial ATA hard drives, or both Parallel and Serial ATA hard
drives.

* Bootable RAID

NVRAID can be configured in a way to make it bootable. For example,
two hard drives can be configured as a bootable mirrored RAID array.

+ RAID on Multiple Disk Controllers

Unlike other RAID solutions that limits the user to a dedicated RAID
controller, NVRAID software can use a drive on one RAID controller
and another drive on a second RAID controller.




2. SETTING UP YOUR RAID CONFIGURATION
2.1 Basic Configuration Instructions

The following are the basic steps for configuring NVRAID:
Non-Bootable RAID Array

1. Choose the hard disks that are to be RAID enabled in the
system BIOS.

2. Specify the RAID level, either Mirroring (RAID 1), Striping (RAID
0), Striping and Mirroring (RAID 0+1), or Spanning (JBOD)
and create the desired RAID array.

3. Run the Windows nForce Setup application and install the
RAID software.

4. Initialize the NVRAID Array Disks

See “Initializing and Using the Disk Array” on page 29.

Bootable RAID Array

1. Choose the hard disks that are to be RAID enabled in the
system BIOS.

2. Specify the RAID level, either Mirroring (RAID 1), Striping (RAID
0), Striping and Mirroring (RAID 0+1), or Spanning (JBOD)
and create the desired RAID array.

3. Boot from the Windows CD and install the nForce RAID soft-
ware.

4. Initialize the NVRAID Array Disks

See “Initializing and Using the Disk Array” on page 29.




2.2 Setting Up aNon-Bootable NVRAID Array

Setup Used in This Section

This section assumes the following setup:

+ Boot Disk

One hard disk connected to the Primary IDE channel, and set to
Master or Slave.

+ RAID Array Disks

* RAIDO

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

This example shows how to enable RAID 0 on the two hard
disks.

* RAID1

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

This example shows how to enable RAID 1 on the two hard
disks.

*« JBOD/Spanning

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

This example shows how to enable a JBOD/Spanning array on
the two hard disks.

* RAIDO+1

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

Two SATA hard disks.

Two hard disks will be used for striping and two hard disks will
be used for mirroring.
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Setting Up the BIOS

1. Start your computer, then press Delete to enter the BIOS setup.
The BIOS CMOS Setup Utility window appears.
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Figure 2.1 BIOS CMOS Setup Utility Main Window

2. Use the arrow keys to select Integrated Peripherals
(see Figure 2.1), then press Enter.

3. Use the arrow keys to select Onboard IDE Device, then
press Enter. The Integrated Peripherals window appears.
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Figure 2.2 Integrated Peripherals Window

4. Use the arrow keys to select the RAID Function Setup (see
Figure 2.2), then press Enter. The RAID Config window appears.
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5. From the RAID Function Setup window, enable RAID, then
enable the disks that you want to use as RAID disks.

In Figure 2.3, the master and slave drives on the secondary
IDE port are enabled as RAID disks.

Make sure to enable the SATA drives also if you are setting up
a RAIDO+1 array.

Pharndy — fuardRIOE CHORE Setop lnildty
KD Poncl ive Bulup

LIS AT lEnARIEA I ITen lIEIn
IDE ChannelB@ Hacter FAID [IMcahled]

TDE Ghanne 1A flave RAIIN [THanhIedl Henn Lioweel Ll
IDE Channnmell Hoxlwe BAID  [Dhiualiled]
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SATA Frimarsy Moler HAID  LDivaliled]
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Figure 2.3 RAID Function Setup Window

6. Press F10 to save the configuration and exit.
The PC reboots.

7. Enter the RAID BIOS Setup by pressing F10 when prompted,
and proceed to set up the NVRAID BIOS as described in the
next section.
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Configuring the NVRAID BIOS

The NVRAID BIOS setup lets you choose the RAID array type and
which hard drives you want to make part of the array.

+ Entering the RAID BIOS Setup

1. After rebooting your computer, wait until you see the RAID
software prompting you to press F10.

The RAID prompt appears as part of the system POST and
boot process prior to loading the OS. You have a few seconds
to press F10 before the window disappears.

2. Press F10.

The NVIDIA RAID Utility—Define a New Array window ap-
pears (Figure 2.4).

NVIDIA RAID Utility
- Define a New Ammay -
RAID Mode: [TTED Striping Block: [JEETITIN

Free Disks Array Disks
Loc Disk Modal Nama Loc Disk Modal Nama

[Fé] Back [F7] Finish [TAB] Mavigatz Wef]Select |ENTER]Popup

Figure 2.4 NVIDIA RAID Utility

By default, RAID Mode is set to Mirroring and Striping Block
is set to Optimal.
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¢ Understanding the Define a New Array Window
Use the Define aNew Array window to

» Select the RAID Mode

e Set up the Striping Block

» Specify which disks to use for the RAID Array

Depending on the platform used, the system can have one or
more channels. In a typical system there is usually one con-
troller and multiple channels, and each channel has a slave
and a master.

The channel/controller/master/slave status of each hard disk
is given in the Loc (location) columns of the Free Disks and
Array Disks lists.

1. 0. M Figure 2.5 Loc Column Information
LM:Master
S: Slave
Controller
|
driverswhile channel 1is used for Serial ATA drives.

In Figure 2.4, 1.0.M means the hard drive is attached to Chan-
nel 1, Controller O, and the drive is set to Master. The following
is a list of all possible combinations:

Parallel ATA

0.0.M Channel 0, controller 0, M aster
0.0.S Channel 0, controller 0, Slave

0.1.M Channel 0, controller 1, Master
0.1.S Channel 0, controller 1, Slave

Serial ATA

1.0.M Channel 1, controller 0, M aster
1.1.M Channel 1, controller 1, Slave

1.0.M

Note : There is no such thing as Slave drive in Serial ATA. All drives are
considered to be Master since there is a one to one connection
between the drive and the controller.

14



¢ Using the Define a New Array Window

If necessary, press the tab key to move from field to field until the
appropriate field is highlighted.

e Selecting the RAID Mode
By default, this is set to Mirroring. To change to a different
RAID mode, press the down arrow key until the mode that you
want appears in the RAID Mode box—either Mirroring, Striping,
Spanning, or Stripe Mirroring.

e Selecting the Striping Block Size
Striping block size is given in kilobytes, and affects how data
is arranged on the disk. Itis recommended to leave this value

at the default Optimal, which is 32KB, but the values can be
between 4 KB and 128 KB.

* Assigning the Disks
The disks that you enabled from the RAID Config BIOS setup
page appear in the Free Disks block. These are the drives that
are available for use as RAID array disks.

To designate a free disk to be used as a RAID array disk.

1. Tab to the Free Disks section.
The first disk in the listis selected.

2. Move it from the Free Disks block to the Array Disks block
by pressing the rightarrow key (=).

The first disk in the list is moved, and the next disk in the
list is selected and ready to be moved.

3. Continue pressing the right-arrow key (=) until all the disks
that you want to use as RAID array disks appear in the
Array Disks block.

Figure 2.6 illustrates the Define a New Array window after
two disks have been assigned as RAID1 array disks.
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NVIDIA RAID Liility
= Dwfire a Mew Array -

D oce: [T SiingBlck:

Free Disks Array Dishs
an I:Iislv: Model Name LD¢ I:Iii-l-; Model Name

['HAH': ElDZaAS
jed Dl

| [F8|Back [F7]Finish [TAB] Mavigate o] Select [ENTER]Popup |

Figure 2.6 NVIDIA RAID Utility—Array Disk s Assigned

¢+ Completing the RAID BIOS Setup
1. After assigning your RAID array disks, press F7.

The Clear disk data prompt appears.

NVIDLA RAID Utility
— Dafing 2 Mow Array -

v — Stoig Bck

Fres Disks Array Dighs.
Loc Dizk Moded Name
|

[FB] Back [FT]Finish [TAB]Navigate P Select [ENTER]Popup

Figure 2.7 Clear Disk Data Prompt

2. Press Y if you want to wipe out all the data from the RAID array,

otherwise press N. You must choose Yes if the drives were pre-
viously used as RAID drives.
The Array List window appears, where you can review the RAID
arrays that you have set up.

16



Boot M Status
Mo 2 Heakhy

NVIDWA RAID Ukility
Arny Liot

Vemdar  Array Model Name
NVIDIL& MERCR 74.53G

[Girl-X] Exil Hed] Select [B]Sat Boot [N] Mew Breay [ENTER] Datail

Figure 2.8 Array List Window

3. Use the arrow keys
to select the array
that you want to set
up,then press Enter
The Array Detail
window appears.

Brrayd = NVIDIA MIRRCR 74 855
- Ay Detall .

RAD Noca: Mimoring
Sriping Micth: 1 Striping Blogk 33

Sjapi  Channe M8 s Dk Mcde| Hame Copacity

i (] Mester 1 STHNIAS TS8R
1 1 Master 1 STHMIAS 566

[FlRstuld [0 Dslede [0 ClaarDkk  [Entar] Radum

Figure 2.9 Array Detail Window

The Array Detail window shows information about the array that
you selected, such as Striping Block used, RAID Mode, Striping
Width, Disk Model Name, and disk capacity.

4. If you want to mark this disk as empty and wipe out all its con-

tents then press C.

5. At the prompt, press Y to wipe out all the data,

otherwise press N.

6. Press Enter again to go back to the previous window and then
press F10 to exit the RAID setup.

Now that the RAID setup has been configured from the RAID BIOS,
the next step is to configure and load NVRAID drivers under Windows,
as explained in “Installing the NVIDIA RAID Software Under Win-

dows” on page 18.
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Installing the NVIDIA RAID Software Under Windows

The existing Windows IDE Parallel ATA driver (as well as the Serial
ATAdriver if SATAis enabled) must be upgraded to use the NVIDIA
IDE Parallel ATA driver (as well as the NV Serial ATA driver if SATA is
enabled).

This section describes how to run the setup application and install
the RAID software which will upgrade the Windows IDE driver and
install the RAID software.

1. Start the nForce Setup program to open the NVIDIA Windows
nForce Drivers page.

Select Compornentz

Lo e eompoent: Secap v Ll

Loz che corpoacnbs wou want lodnztal, clear The zompotcr:z wou do ot et oo nzall

g ENIDI GART Chive 2149 < Jzzzpbca
PMIDTS SHEE DT w ke
] B L i d 1 e Sl
[ BMID I 121E Diner =
P IL Y Ao Liresse hied
fomzeMaciirad oy C: a2k
Lozze fealabe o L EL a2 E
zHzce. | R ERE | _anca |

2. Select the modules that you want to install.
Make sure that the “NVIDIA IDE Driver” is selected.
3. Click Next and then follow the instructions.
4. After the installation is completed, be sure to reboot the PC.
5. After the reboot, initialize the newly created array.

See “Initializing and Using the Disk Array” on page 29.
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2.3 Setting Up aBootable NVRAID Array

This section explains how to configure a bootable NVIDIA RAID array.

Setup Used in This Section

This section assumes the following setup:
+ Boot Disk

An IDE CD-ROMis connected to the Primary IDE channel, and set
to Master or Slave.

Make sure to have a bootable Windows XP CD inserted into the
CD-ROM so you can boot from it.

+ RAID Array Disks

* RAIDO

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

A fresh copy of Windows XP will be installed on the 2 striped
hard disks.

* RAID1

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

Afresh copy of Windows XP will be installed on the 2 mirrored
hard disks.

* RAIDO+1

Two hard disks connected to the secondary IDE channel, where
one is set to Master and the other set to Slave.

Two SATA hard disks.

A fresh copy of Windows XP will be installed on the mirrored-
striped hard disks.
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Setting Up the BIOS

1. Start your computer, then press Delete to enter the BIOS setup.
The BIOS CMOS Setup Utility screen appears.
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Figure 2.10 BIOS CM OS Setup Utility Main Screen

2. Use the arrow keys to select Integrated Peripherals
(see Figure 2.10), then press Enter.

3. Use the arrow keys to select Onboard IDE Device, then
press Enter. The Integrated Peripherals window appears.
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Figure 2.11 Integrated Peripherals Screen

4. Use the arrow keys to select the RAID Function Setup
(see Figure 2.11).
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5. Press Enter.
The RAID Function Setup screen appears.
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Figure 2.12 RAID Function Setup Screen

6. From the RAID Function Setup screen, enable RAID, then
enable any of the disks that you want to use as RAID disks.

In Figure 2.12, the master and slave drives on the secondary
IDE port are enabled as RAID disks.

Make sure to enable the SATA drives also if you are setting up
a RAIDO+1 array.

7. Press F10 to save the configuration and exit.
The PC reboots.

8. Enter the RAID BIOS Setup by pressing F10 when prompted,
and proceed to set up the NVRAID BIOS as described in the
next section.
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Configuring the NVRAID BIOS

The NVRAID BIOS set up lets you choose the RAID type and which
hard drives you want to make part of the array.

¢ Entering the RAID BIOS Setup

1. Wait until you see the RAID software prompting you to press
F10. The RAID prompt appears as part of the system POST
and boot process prior to loading of the OS. You have a few
seconds to press F10 before the screen disappears.

2. Press F10.

The NVIDIA RAID Utility—Define a New Array screen ap
pears (Figure 2.13).

NVIDIA RAID Ltil iy
- Define a New Array -

RAID h'luda-. Striping Block: mal

Frae Disks Amray Disks
Loc Disk Model Name Loc Digk Model Mame

|F&] Eack [FT] Finish [TAS] Navigate N]Eﬂlmt [ENTER] Popup

Figure 2.13 NVIDIA RAID Utility

By default, RAID Mode is set to Mirroring and Striping Block
is set to Optimal.

22



¢ Understanding the Define a New Array Window
Use the Define aNew Array window to

» Select the RAID Mode

e Set up the Striping Block

» Specify which disks to use for the RAID Array

Depending on the platform used, the system can have one or
more channels. In a typical system there is usually one con-
troller and multiple channels, and each channel has a slave
and a master.

The channel/controller/master/slave status of each hard disk
is given in the Loc (location) columns of the Free Disks and
Array Disks lists.

1. 0. M Figure 2.14 Loc Column Information
LM:Master
S: Slave
Controller
|
driverswhile channel 1 is used for Serial ATA drives.

In Figure 2.4, 1.0.M means the hard drive is attached to Chan-
nel 1, Controller O, and the drive is set to Master. The following
is a list of all possible combinations:

Parallel ATA

0.0.M Channel 0, controller 0, M aster
0.0.S Channel 0, controller 0, Slave
0.1.M Channel 0, controller 1, Master
0.1.S Channel 0, controller 1, Slave
1.0.M Channel 1, controller 0, M aster
1.1.M Channel 1, controller 1, Slave
1.0.M

Note : Thereis no such thing as Slave drive in Serial ATA. All drives are
considered to be Master since there is a one to one connection
between the drive and the controller.




¢ Using the Define a New Array Screen

If necessary, press the tab key to move from field to field until the
appropriate field is highlighted.

e Selecting the RAID Mode
By default, this is set to Mirroring. To change to a different
RAID mode, press the down arrow key until the mode that you
want appears in the RAID Mode box—either Mirroring, Striping,
Spanning, or Stripe Mirroring.

e Selecting the Striping Block Size

Striping block size is given in kilobytes, and affects how data
is arranged on the disk. Itis recommended to leave this value
at the default Optimal, which is 32KB, but the values can be
between 4 KB and 128 KB.

* Assigning the Disks
The disks that you enabled from the RAID Config BIOS setup

page appear in the Free Disks block. These are the drives that
are available for use as RAID array disks.

To designate a free disk to be used as a RAID array disk.

1. Tab to the Free Disks section.
The first disk in the list is selected

2.Move it from the Free Disks block to the Array Disks
block by pressing the rightarrow key (= ).

The first disk in the list is moved, and the next disk in the
list is selected and ready to be moved.

3. Continue pressing the right-arrow key (=) until all the
disks that you want to use as RAID array disks appear in
the Array Disks block.

Figure 2.15 illustrates the Define a New Array screen after
two disks have been assigned as RAID1 array disks.




NVIDIA RAID L.Iliijr
Define 3 Haw Array

T o — I

Free Disks Armay Disks
Loc  Disk Model Hame Loc

Disk Model Name

00214

[F§]Back [F7] Finish [TAE] Mevigete Py Select [ENTER]Papup

Figure 2.15 NVIDIA RAID Utility—Array Disk s Assigned

¢+ Completing the RAID BIOS Setup
1. After assigning your RAID array disks, press F7.
The Clear disk data prompt appears.

NVIDIA RAID Utility
- Define 8 New Array -

RAD Mo [TEITIN swoing oo [N

Free Disks
Loc  Disk Model Narme

[F6] Beck [F7]Finish [TAG] Navigate Buj] Select [ENTER] Popup

Figure 2.16 Clear Disk Data Prompt

2. Press Y if you want to wipe out all the data from the RAID array,
otherwise press N. The Array List screen appears, where you
can review the RAID arrays that you have set up.

3. Use the arrow keys to select the array that you want to set up,
then press B to specify the array as bootable.
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3.

The Array Detail screen shows various information about the array
that you selected, such as Striping Block used, RAID Mode, Strip-

HVIDLA RAID Wility
- Array List-

Boof I Siatus Wendar Arrary Madel Name
2 Healthy NYICLA MIRRCR 74226

fCti-21Exit el Select [E] et Boot [N]Mew Amay [ENTER] Detall

Figure 2.17 Array List Screen

Press Enter to view and verify details.
The Array Detail screen appears.

HVIOLE RAID Uty
= Aray List-

Vemdar furrey Medal Harss
MIRROR T4E8RG

[Ctri-] Exit ] Seloct [B] SecBoot [M] NewArray [ENTER] Datal

Figure 2.18 Array Detail Screen

ing Width, Disk Model Name, and disk capacity.

4.

If you want to mark this disk as empty and wipe out all its con-

tents then press C.

. At the prompt, press Y to wipe out all the data,

otherwise press N.

Press Enter again to go back to the previous window and then

press F10 to exit the RAID setup.
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Installing the RAID Drivers

1. After you complete the RAID BIOS setup, boot from the Win-
dows CD. The Windows Setup program starts.

2. Press F6 and wait a few moments for the Windows Setup screen
to appear.

Windows Setup

Setup could not determine the type of one or mare mass storage devices
insfalled in your system, ar you hava chosen b manually specify an adapher.
Gurrentty, Setup will load support for the flkowing mess storage device(s):

“nanE*

* To spexify additional SCE| adapters, CO-ROM drives, ar special
disk cantrollers for use with Windows, Inchuding thase for
which you have a device support disk fram a mass shoraga device
mianu facturer, press 5.

* If you do nat heve any device support digke fram a mase storage

devica manufaturer, or do not want fo spacify additian al
mass storage devices far use with Windows, press ENTER

£=3pecify Additicnal Dovices  ENTER=Cantinue F3=Exit
Figure 2.19 Wind ows Setup—Specify Devices

3. Specify the NVIDIA drivers.
a. Insert the floppy that has the RAID driver, press S, then
press Enter. The following Windows Setup screen appears:

Windows Setup
You hawe chozsen to configure 2 SCE1 Adapier for use with Windows.
using a deviee support disk provided by an adapter manufactuner.

Select the SC51 Adaptar you want from the following list, or praes ESC
Lo resutrn bo the previous screen,

NVIDIA RAID CLASS DRIVER
¥ (LA NForce Storage Lo er

Enter=3elect Fi=Ex't

Figure 2.20 Windows Setup—Select SCSI Adapter
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b. Select “NVIDIA RAID CLASS DRIVER”, then press Enter.
c. Press S again at the Specify Devices screen, then press Enter.
d. Select “NVIDIANForce Storage Controller”, then press Enter.

The following Windows Setup screen appears listing both drivers:

Windows Sefup

Setup will load support fer the follewing mea atarage devica:

NVIDLA RAND CLASS DRIVER
MNVIDLA MFores Starags Controlkr

* To specify addibonal SG5 adapters, GO-ROM drives, or spacial
disk contrallers for use with Windows, including those far
which you have a device support disk from a mass starage device
manufacturar, prass S.

¥ If you de nod hava any devics support disks fram a mass storapa
device manufaturer, or do not want to specify additional
mass sterage devices for uae vilh Windows, prees ENTER.

S=Gpecily Additional Devicea  ERTER=Continue Fi=Exilt
Figure 2.21 Windows Setup—NVIDIA driverslisted

4. Press Enter to continue with Windows XP Installation.

Be sure to leave the floppy disk inserted in the floppy drive until
the blue screen portion of Windows XP installation is completed,
then take out the floppy.

5. Follow the instructions on how to install Windows XP.

During the GUI portion of the install you might be prompted to
click Yes toinstall the RAID driver. Click Yes as many times as
needed in order to finish the installation. This will not be an
issue with a signed driver.

Note : Each time you add a new hard drive to a RAID array, the RAID driver
will have to be installed under Windows once for that hard drive.
After that, the driver will not have to be installed.
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2.4 Initializing and Using the Disk Array

The RAID array is now ready to be initialized under Windows.

1. Launch Computer Management by clicking Start = Settings
-> Control Panel then open the Administrative Tools folder and
double click on Computer Management.

2. Click Disk Management (under the Storage section).

The Initialize and Convert Disk Wizards appears.

Ininlize An i T nne ol Mk Wirn e |

wWizlname b the Inltalize and
Linrnvesrd [ D=k Wisard

weanladezandl cde o dx ol mau-al
el =m = =ido b e -2

LTSN LR TRV NN LT NI KPR TEL | NCH
= ANed ek ZEn S Toled o e san e 1 Smd
FREY L RN E N B D PR L PR T R PR R |
Lotk o e ke vt 1w el
L ICHE B

A men ] T A S, L T L
b A - o @ d Waah iy
Soae sl atdd .

IREENT T o i T

H_4 Zaal

Figure 2.22 Initialize and Convet Wizard

3. Click Next.
The SelectDisks to Initialize window appears.

Irail Laliews mned Cromarer ] ik e amil

el Lhaky [ kg
e TSI E IE A e Log Td LKL B2 i oo nzoae )

BT it BT PRV SV R
¥

Iz oiianiinientinnint i inhini el

L N =

Figure 2.23 Select Disksto Initialize Page
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The disks listed depend on how many arrays you have configured.

4. Click Next.
The Select Disks to Convert window appears.

Lual &ali e cvnal Fraovwe ol ek #eond

Fudod, Dvimhy Lo Cirnsail,

Th Bexpudedvd HuEre-m 0 0o pranc i

Tl e ek e
Jiks:
Chisel

< [azl: ] [RET43 ] Zenzel

Figure 2.24 Select Disks to Convert Page

5. Check the disk in the list if you want to make the array a
dynamic disk, then click Next. The Completing the Initialize
and ConvertDisk Wizard window appears.

IniLialize g Consent Dk Wicaral E-

Lornpleting the 1niralize and
e 2 wWieard

Saabmee czenfdy corphesdihe rslize snd Coeet
sieh = awrd

v 4 lmh e -l
JIRLE =
ST BRI T )

“vdxari: s LB Foth

| wam | sk || Crued

Figure 2.25 Completing the Initialize and Convert Disk Wizard Page

6. Click Finish.
The Computer Management window appears.
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Figure 2.26 Computer Management Window

The actual disks listed will depend on your system. In Figure 2.26,
there is a 111 GB unallocated partition (which is the total combined

storage of two 60 GB HD). You must format the unallocated disk
space in order to use it.

7. Format the unallocated disk space.

Right click “Unallocated space”, select “New Partition...” and
follow the wizard.

After the drive has been formatted, it is ready for use.
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3. MANAGING YOUR RAID DRIVES
3.1 AbouttheNVRAID Utility

The NVRAID software ships with an application called NVRAIDMAN.
With this application you can perform the following tasks:

+ Viewing RAID Array Configurations

View an array configuration (mirrored, striped, mirror-striped,
JBOD, or any supported combination)

+ Setting Up a Spare RAID Disk

* View free and/or dedicated free disks

» Designate a free disk to a particular array

+ Rebuilding a RAID Mirrored Array

* Rebuild a broken mirrored array

» Watch the progress of rebuilding of an array

3.2 Viewing RAIDArray Configurations

To view your RAID configuration from Windows, launch the NVRAID
Management utility by double-clicking NvRaidMan.exe.

The RAID configuration information appears in the right-side pane,
as shownin Figure 3.1.

(@ nvioa rvraid 7 !
|

System Tasks

S —
Hoakhy 55,9038

| o ng

S ET3S00LSA Hoakhy 559082
% STMOOLTA Heskhy 5068 Jecorday Sl

Details

Figure 3.1 NVRAID Management Utility Window
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The following are examples of the information displayed for the vari-
ous RAID levels. While the details of your own configuration will
likely vary from what is shown, the examples serve to illustrate the

basic differences between the RAID levels.
+ NVRAID Mirrored Array

Figure 3.2 shows an example of atwo hard drive mirrored array
using identical 55.90 GB* IDE hard drives (ST360015A), where
one drive is configured as Master and the other drive is configured

as Slave.The total hard disk space used is 55.90 GB.
v 1. 1GB =1,073,741,824 bytes

h i ShEbie  CEOaCly  Channe | DeEsice
W iereslmn Hezdhy 52 o0cE

e STIE0C05A HezMlwy 52 90GE  Secondzrey Masher
S STIC0CI54 Hezmhw 52 90GE  Zecond=ry Slaee

Figure 3.2 NVRAIDMAN Mirrored Array Information

* NVRAID Striped Array

Figure 3.3 shows an example of a two hard drive striped array
using identical 55.90 GB IDE hard drives (ST360015A), where
one drive is configured as Master and the other drive is configured

as Slave. The total disk space used is 111.80 GB.

b Sk.s Capadty  Channgl  Device
| [FE TR RN R AT

s 1T W0 1 T lhmnltfy  S0AMGN Sweoncscy Bashee
S STHE0ISS  Hesbhy S3.90GE Secondary  Slave

Figure 3.3 NVRAIDM AN Striped Array Information

+ NVRAID Striped Mirror Array

Figure 3.4 shows an example of a four hard drive stripe-mirrored
array. The total disk space used is 111.80 GB.

i Wi Capecity | Coarmel Dedice
eeStriceMiroring Hzalbhw  111.80 GE

w LT H=adbry  lan M "eraresry Blesher
G5 THE001 30 Healthy 538060 Secomcsy  Sleve

w5 TIE002305 Hzdthy T4.53GE  Pronay Mzsber
e EUUIGs mEddy oY nE secondary  passter

Figure 3.4 NVRAIDM AN Stripe Mirroring Array Information
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+ NVRAID Spanning (JBOD) Array

Figure 3.5 shows an example of a two hard drive spanning array.
The total disk space used is 111.80 GB.

{ heve Stabus | Tepecbs | Channel | Desics
S pmpiny  Hedller [100ECER

g ] FUUISA Hwaller ablws swowdary  Fade-
Se STIEO0LSA Heakhy S5EC65  Secondary S ave

Figure 3.5 NVRAIDM AN Spanning Array Information

+ NVRAID Mirrored Array and a Striped Array

Figure 3.6 shows an example of atwo hard drive mirrored array
as well as a two hard drive striped array.

<& #vIDIA. avraid ?o- o

Hava Lhakys | spmcke a—nel L= cm
T Y rring HaeHe =470

aberin | Ao

e a A T LTERTH o IOV T TT P B - - I S L =1 T
e Tal mDEI0GD-00FLW) Heskhe  3-43 F  Zzoondans  vaker

S ZH-m Heckr  (1L30E
el = IR S0 Herbe waMH ==iondare -bes
e IT OO0 T Neebhe 33803 fmoondare e

e e
Figure 3.6 N\VRAIDMAN Mirrored Array and Striped Array Information
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3.3 Setting Up a Spare RAID Disk

You can designate a hard drive to be used as a spare drive for a
RAID 1 or RAID 0+1 array2. The spare drive can take over for a
failed disk. N\VRAID supports two types of spare drives:

+ Free Disk

A free disk is a disk that is not part of any RAID array, but can be
used by any available RAID 1 or RAID 0+1 array that requires a
particular disk when one of its disks crashes or becomes unusable.
The process is automatic and doesn’t require any user interaction.

For example, if you have a system with four hard disks where one
disk is used to boot the OS, two hard drives are set up in a mirrored
array, and a fourth hard diskis set up as a free disk, then if one of
the mirrored array drives fails, the free disk will be automatically
assigned to the mirrored array to be used instead of the failed disk.

+ Dedicated Disk

A dedicated free disk is a disk that is assigned to a RAID 1 or RAID
0+1 array and that disk is used by that array only when needed, for
example during a system crash where a RAID mirrored drive is
broken. The dedicated disk can be used only by the array that it is
assigned to and not by any other array, unlike a free disk which can
be used by any available RAID 1 or RAID 0+1 array.

Assigning a Free Disk

To mark a disk as free, or not a part of any array,

1. Enter the system BIOS setup and make sure that the drive
that you want to mark as free is RAID enabled.

2. Enter the RAID BIOS and make sure that the drive is not part
of any array (if one exists).

3. Boot into Windows and run the NVRAIDMAN program.
The drive appears under the Free Disk section.
Figure 3.7 shows an example of the NVRAIDMAN display if
you have a mirror array and one free disk.

( Note : Spare disks cannot be used for RAIDO or JBOD arrays. J
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Figure 3.7 N\VRAIDM AN Free Disk Information

Assigning a Dedicated Disk

To mark a disk as dedicated, or reserve it for use by a specific array,

Step 1: Mark the Disk as a Free Disk

1. Enter the system BIOS setup and make sure that the drive
that you want to mark as free is RAID enabled.

2. Enter the RAID BIOS and make sure that the drive is not part
of any array (if one exists).

3. Boot into Windows and run the NVRAIDMAN program.
The drive appears under the Free Disk section.

Step 2: Dedicate the Free Disk to an Array

While running NVRAIDMAN, dedicate the free disk to an array
using one of the following two methods:

* Method 1: Select a free disk and then assign it to an array.

» Method 2: Select an array and then assign a free disk to it.

Both methods are equally simple ways of accomplishing the
same task.




Method 1: Select a free disk and then assign it to an array.

1. Right click one of the available disks under the Free Disk
section. The pop-up menu appears.

@ #VIDTA, mvraid F=x

m T, AT Relus | Copadly | Chenned | Dewics |
e ] Heally 559068

e STIE0I5A  Heakhy SS5S0GE Secondwy  Master
L STIANOISS  Meakly SSS0GE Secondary  Sawe

i Dk

;wl Pirmsry  Masker [

Figure 3.8 Free Disk Pop-up Menu

2. Select Designate Spare from the menu to launch the Spare
Disk Allocation Wizard.

NVIDIL Spare Disk Allocation Wizard (%

Welcome to the NVIDIA Spare
Disk allocation Wizard

This wizard wil guide you thraugh bre configurakion and
szeignment of ar arrsy epace disk,

RALD 1 technigues sllaw vou o designate spare deks b
cenfigurad into an areay in the evant of 2 disk falure,

Toconftirue, dick Next,

et (e ][ conmd |

Figure 3.9 Spare Disk Allocation Wizard
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3. Click Next.
The RAID Array Selection page appears.

HIVIDNA Spearm Diekc Allocalmn Wizarnd

RAID foray Sedeckion ‘@'j
Fleacs soect B ASID seray bo psostve o spene okl [

Seledt sRAID g from the bat: S
Mams Shabui Parldion |
ZeMIICIA MIRFOE. 5058 Heskhy  Mone

= - Cesignating uanﬂ.uamm&*mt ﬁmhﬁueﬁ&pﬂd. Tha
e e ol e o0dea ek e ba e s il replaid vatbef pnlent Trom s
AL a3y i ek oF @ dsh fadurg,

Figure 3.10 RAID Array Selection Page

4. From the RAID Array Selection page, select one of the arrays
from the list. This is the array to which you want to allocate
the dedicated free disk.

[Note: In Figure 3.10 there is only one array created on the system. J

5. Click Next. The Completing the NVIDIA Spare Disk Allocation
page appears.

WYL Spare Dick Allocation Wizard

Completing the WYIDIA Spare
Dhsk Allocation Wizard

wars harei succasa bl complaad e "I 4 Spare Dk
Sl o izard,

wirw haree chapen b dbedals
S5T3500154
Bt S Dik Fre tha Falewing RATD soray:
WYIDIA MEROR 55,6
Toclnss this mizerd, cick Fenish

Ie= 1

| wmacs || _Fmsh | | caned |

Figure 3.11 Completing Spare Disk Allocation Wizard Page




6. Click Finish.

As shown in Figure 3.12, the ST380023AS drive is now a
dedicated free disk in the mirrored array. If a system crash
occurs that causes any of the two ST360015A drives to fail,
the ST380023AS hard drive will take over and be used in the
newly formed mirrored array.

r@nwlw. avraid ks
' ’

i'ﬂa-t Fabie  Capady  Chamned Desiie
!i-hl'rf:fm; Faakby 554038

Spulen Tashs

I

| e STI0018%  Foakby EE.5058 Zpoondory  Mackor
| " STIACOIAN  Feallhy 959038 Tadomliry Maee
| = ATEEANE Foalhy e SXGE Rinary [RFES S

Figure 3.12 Designated Spare Disk

Once a dedicated disk has been assigned to a particular array,
it can be removed at any time. To remove the disk, right click on
the dedicated disk and select the option to remove it.
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Method 2: Select an array and then assign a free disk to it.
1. Right click on the array to which you want to assign a dedicated
free disk. The pop-up menu appears.

F
28 FVIDIA. #wvraid Fo= e
| Symiom Task . St | Copacite | Chanrsl | Cavice
1 tinalihoe £ fin 0
feabeald Sevm. -
S FTI00 - Secandary  Master

Gl CTZEONIEA  Heallbe 5580 Gecandsry  Slive

Fres Dk

| SeRSTIOOOEIAS Mealthy 745130 Prmay Flasten

Figure 3.13 Array Pop-up Menu

2. Select Designate Spare from the menu to launch the Spare Disk
Allocation Wizard.

MNYIDIA Spare Disk Allacation Wizard

Welcome to the NVIDIA Spare
Disk allocation YWizard

This wzard wil gusde youthrowgh e conf.garation ard
25Qrmart of 3n rvsy spare disk,

RAID | techniques allow vou o derignace spare deks to
configurad into an array iv the everk of & disk Falure.

To corkivwe, dick Mast.

e Roosts Jlluretie]

Figure 3.14 Spare Disk Allocation Wizard
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3. Click Next.
The Free Disk Selection page appears.

HVIDIA Spane Dick Allocaton Wizard

T STIAOORRAS Swimary  Mechar

= Dusimgrekivga Froo dik o @ spane ded remvess icfraan the frog Jab, pod, The
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Aall wray in ke wvans of s dek Falirs,

Free bisk Sebection 'Q:ﬁ
Seledt an urused dek to alosste s & cpmee dick M
Eeloet am urwsnd deszifrom th sty

Banie Chinral  Dandze

= Wk et > o aned

Figure 3.15 Free Disk Selection Page

4. From the Free Disk Selection page, select one of the disks from

the list.

[Note: There can be more than one disk to choose from. ]

5. Click Next. The Completing the NVIDIA Spare Disk Allocation

page appears.

VLA Sipear e Dk Al ation Wizard

completng the MVYIDIA Spare
Disk Allocation Wizard

*io bued sdceshuds comolited Hhs FVCDIAE Spaes Dk
Alaaten Wizard,

ind Fuvoss chigen o wloceta:
STEA0158

#i a Spare Dk For bhe Foloverg REIE arvan:
SMIDIA MOAASE SRS

To close bhis wizerd, cidk Firish

4

Figure3.16 Completing the Spare Disk Allocation Wizard Page
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6. Click Finish.

You have now assigned a dedicated free disk to a mirrored
array.

r@ RVIDTA: #vraid m—

My Qabn | Copacke| Chanl | Devige
i ror e Hralther 55,98 Gl ‘

S FTIO0NTA  Heslthyr 55,7 G0 Secondary  Flasher
SwrST3E00IEA  Heslihy EBWGE S:oondary Shive |
S RTIRONR TS Heallhy J4.R1GR Peimary e

A

)

Once a dedicated disk has been assigned to a particular array,
it can be removed at any time. To remove the disk, right click on
the dedicated disk and select the option to remove it.
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Example of Dedicating a Free Disk in a RAID 1 or RAID 0+1
Array

You can also assign a dedicated free disk to a RAID 1 or a RAID
0+1 array, using the same process.

1. Right-click either the free disk that you want to dedicate to an
array, the array type, or the array drives as shown in Figure
3.17, Figure 3.18, and Figure 3.19. the then click Designate
Spare to launch the Spare Disk Allocation Wizard.
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Figure 3.17 Right-clicking the Array Type
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Figure 3.18 Right-clicking the Free Disk
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Figure 3.19 Right-clicking the RAID Drives

2. Click Designate Spare and then follow the instructions in the
Wizard. Figure 3.20 shows an example of a RAID 1 array that
has one spare disk dedicated to it.
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Figure 3.20 NVRAIDM AN RAID 1 Spare Disk Information

Once a dedicated disk has been assigned to a particular array, it
can be removed at any time. To remove the disk, right click on the
dedicated disk and select the option to remove it.




3.4 Rebuilding a RAID Mirrored Array

Rebuilding is the process of recovering data from one hard drive to
another. All data is copied from one hard drive to another and then
the data is synchronized between the two hard drives. This only
applies to RAID 1 array as well as a RAID 0+1 array.

Rebuilding Instructions

After creating a mirrored array, you can rebuild the array using
the following steps:

1. Go to Windows and run the NVRAID Management utility.

Figure 3.21 shows an example of a system with one mirrored
array.
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Figure 3.21 Mirrored Array

2. Right-click on Mirroring. The popup menu appears.
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Figure 3.22 Array Pop-up Menu
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3. From the popup menu, click Rebuild Array.
The NVIDIA Rebuild Array Wizard appears.

MDA Babuild Array Wizard

Welcome 1o the NYIDIA Rebuild
Array Wizard

Thia wicand wi’ guide yau through essigning a mere sk inbo
anadsbirg RAID amvay.

The RAASER A sobtian clloves vouko sebudd arew
niirrered daba 2ops whia bhe svebem 8 up avd iunsing,
witheut disruziing ussr and-spploskon acoess 1o the data
(L3

5 Rebuilling amarsy can lakes up Lo & day Lo
. camplata. TP apatabian sesure mkha
b kgrenanad &rvd willrat mnpe e ypour work. JFvau
e 3 Shukdoain BN cominster, s ekl O wil
pertizos where iz left of f wher o restart.

Yo contras, ordubest.

- Brch v s | | gt |

Figure 3.23 NVIDIA Rebuild Array Wizard

4. Click Next. The Disk Selection page appears.
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Figure 3.24 Disk Selection Page

5. Select the drive that you want to rebuild by clicking it from the
list, then click Next.

The Completing the NVIDIA Rebuild Array page appears.
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Figure 3.25 Completing the NVIDIA Rebuild Array Wizard Page

. Click Finish.

The array rebuilding starts
after a few seconds, and a
small pop-up message ap- MUIDLA MIRRCR 24475
pears towards the bottom
right corner of the screen
as shown in Figure 3.26.

i) Rebuld In Progress.

Figure 3.26 Rebuild Bubble M essage

During the rebuilding process, the NVRAID Management utility
screen shows the status under the System Tasks and Details

sections.
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Figure 3.27 Array Rebuilding Status Detail
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More About Rebuilding Arrays

¢ Rebuilding Occurs in the Background

The rebuilding process is very slow (it can take up to a day) and
occurs in the background so as not to affect the performance of

the system.

+ Rebuilding Applies Only to RAID 1 or RAID 0+1 Arrays
Rebuilding an array works only when using RAID1 and/or RAID
0+1. Rebuilding does not apply to RAID 0 and JBOD arrays.

¢ You Can Use Any Available Free Disk
You can rebuild a mirrored array using any available Free Disk or
Dedicated Disk.

For example, Figure 3.28 shows a mirrored array using 34.48 GB
HD while having two Free Disks each 55.90 GB large.
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Figure 3.28 Free Disks Available for Rebuilding

To use one of these avialable free disks to rebuild your array,
follow the same steps as explained in “Rebuilding a RAID Mir-
rored Array” on page 45, except when prompted to select a disk,
choose one of the two available free disks.
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4. NVRAID FREQUENTLY ASKED QUESTIONS

4.1 Basic RAID Questions
+ What is RAID?

RAID stands for Redundant Array of Independent Disks, and re-
fers to the grouping of 2 or more disk drives that the system
views as a single drive. Different groupings have difference advan-
tages that include better performance and data fault tolerance.

See “About NVIDIA RAID" on page 1 for detailed descriptions of
the different types of RAID arrays.

* What type of RAID array is right for me?

In general, for better throughput of non-critical data, use RAID O;
for fault tolerance, use RAID1, and for better throughput as well
as fault tolerance use RAID 0+1.

See “About NVIDIA RAID” on page 1 for detailed descriptions of
the different types of RAID arrays.

* What is the difference between a bootable and a non-
bootable RAID array?

A system with a non-bootable RAID array includes a separate
hard disk that contains the OS and is not part of the RAID array.

See “Non-Bootable RAID Array” on page 9 for more information.

In a bootable RAID array, the OS is installed on the RAID array
disks.

See “Bootable RAID Array” on page 9 for more information.

+ |justconfigured a RAID 1 array—why is the array size one-
half the total cumulative size of the drives?

RAID 1 uses one-half the total disk space for data redundancy.

See “RAID 1” on page 4 for more information on RAID1 arrays.
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+ What is the optimal hard drive configuration for RAID 1

(mirror)?

In a mirrored array, a mirror is created using the maximum drive
size of the smaller of the two drives. Ideal configuration is ac hieved
using drives of identical size.

How do | configure a multiple array system?

Two different arrays can be configured and active at the same
time. For example, a mirrored array with two hard drives, as well
as a striped array using three hard drives can exist at the same
time. You need to configure each array separately in the RAID
BIOS as well as initialize the arrays in Windows as described in
“Setting Up Your RAID Configuration” on page 9.

Why is the cumulative size of a RAID 0 (Stripe) or RAID 0+1
(Stripe-Mirror) not equal to the sum of the drives?

The drive size is controlled by stripe blocks. If you have mis-
matched drive sizes, the size of the array is approximately the
size of the smaller drive multiplied by two. This is done because
there must be corresponding data locations between the drives
in the array. Any space beyond the corresponding points is not
usable.

Why can | not get into Windows after adding a non-bootable
array?

Possible cause would be adding the boot drive to the array and
then clearing the array.
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4.2 RAID ROM Setup Questions
* Why can | not get into the RAID ROM Setup?

You must enable RAID functionality in the system BIOS as ex-
plained in “Setting Up the BIOS” on page 11.

+ Why do my hard drives not appear in the RAID ROM Setup?

From the RAID Config window, you must enable RAID and then
enable the disks that you want to use as RAID disks. See “Set-
ting Up the BIOS” on page 11 for more information.

* What is the Optimal Block Size in the RAID ROM Setup?

The default optimal block size is 32KB. NVIDIArecommends using
the optimal block size.

+ What does BBS stand for in the RAID ROM [F10] setup?

BBS stands for BIOS Boot Specification. This indicates that the
boot device is defined in the BIOS.

* What does “Clear Disk” mean in the RAID ROM Setup?

Clear Disk clears the MBR (Master Boot Record). This is needed
to prevent invalid data from appearing in the MBR space on any of
the drives included in the array. Not doing so could render the
system unstable.

4.3 Rebuilding Arrays Questions

* Why does the RAID rebuilding process take so long to com
plete?

In the rebuilding process, all data is copied from one hard drive to
another and then the data is synchronized between the two hard
drives. Because the rebuilding process occurs in the background
in a way that does not affect system performance, the process
can be very slow—taking up to a day or more to complete.

See “Rebuilding a RAID Mirrored Array” on page 45 for more
information.
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4.4 Dedicated Disk Questions

+ Can | assign a dedicated disk to a striped array/JBOD or use
a free disk withstriped array/JBOD?

No, free disks and dedicated disks can be only used with a mir-
rored array or a stripedmirrored array.

* Once a dedicated disk has been assigned to a RAID1 or
RAIDO+1 array can | remove it?

Yes, a dedicated disk can be removed from a RAID1 or a RAID
0+1 array.

4.5 WindowsRAID Application

+ What functions can be performed using the NVRAIDMAN
application?
The following tasks can be performed:

* View information about RAIDO, 1, 0+1 and JBOD (as well as
any supported configuration if you have more than one RAID
array active)

» Assigning a dedicated disk to RAID 1 and RAID 0+1

* Removing a dedicated disk from a RAID 1 or RAID 0+1 array
» Viewing Free Disks

* Rebuilding a RAID 1 and RAID 0+1

» Viewing the status of the rebuilding process
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5. NVRAID APPLICATION NOTES

This chapter includes several application notes that
address specificissues that may be encountered when
trying to install the NVIDIA RAID software of other soft-
ware required to run NVIDIA RAID.

+“installing NVIDIA RAID on a New Windows XP Operating
System” on page 54 describes how to create a floppy disk
to install NVIDIA RAID on a fresh Windows operating system.

+"Windows 2000 Limitation with Bootable RAID” on page 55 de
scribes how to create a bootable RAID volume with Windows
2000 via the morphing method..

+ “Installing the NVIDIA IDE Driver in Windows 2000” on page 57
describes how to instll Windows 2000 Service Pack 4, which
required for instlling the NVIDIA IDE driver.

+ “Using GHO ST with NVIDIA RAID” on page 58 describes how to
use disk cloning software with a RAID array.
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Installing NVIDIA RAID on a New Windows XP Operat-
ing System
Problem

To install NVIDIA® RAID technology on a new Windows

XP operating system, a floppy disk with the NVIDIA IDE
drivers must be created to enable installation of NVIDIA
RAID.

Solution

To create the NVIDIAIDE drivers floppy disk, the

end user must:
1. Copy these files from the NVIDIANforce ™ driver

directory (IDE/WinXP or Win2K) onto a formatted

floppy disk.
* Diskl » Txtsetup.oem ¢ Nvraid.sys ¢ NvAtaBus.sys

2. Go into the BIOS setup menu and enable RAID

a. In the BIOS menu, specify which disks should be
dedicated to RAID

b. Exit the BIOS menu and reboot

3. Atthe RAID ROM screen, press F10 to enter RAID
setup
a. Create a RAID array and add disksto it
b. Select “Yes” when asked to clear disk data
c. Reboot system

4. Select F6 when prompted

5. Install the NVIDIA RAID drivers created on the floppy
disk. Select both the RAID and IDE drivers from the
floppy to enable RAID functionality.

6. Continue with the driver installation porcess
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Windows 2000 Limition with Bootable RAID
Problem
In Windows 2000 (Service Pack 2 or previous versions),

the end user cannot install this operating systemto a
bootable RAID volume.

Solution

The user must create a combination installation CD that
includes Windows 2000 and SP3 or SP4 fixes integrated
in. To create the combination installation CD, refer to the
following website:
http://www.microsoft.com/windows2000/downloads/
servicepacks/sp4/HFdeploy.htm

Note: If the end user chooses not to install Windows
2000 Service Pack 3 or 4, RAID s still supported
on Windows 2000. However, the end user will not
be able to create a bootable RAID volume.
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Create a Combination CD

The user must create a combination installation CD that
includes Windows 2000 and SP3 or SP4 fixes integrated
in. To create the combination installation CD, refer to the
following website.
http://www.microsoft.com/windows2000/downloads/
servicepacks/sp4/HFdeploy.htm

Installing the NVIDIA IDE Driver in Windows 2000
Problem

In Windows 2000 (Service Pack 2 or previous versions),
the end user cannot install the NVIDIAIDE Driver without

upgrading Windows 2000 with Service Pack 4.

Solution

In order to upgrade Windows 2000 with Service Pack 4:

1. Install Windows 2000 on a selected hard drive.

2. Download and install Windows 2000 Service Pack 4
from Microsoft's website.

3. Reboot the system.

4. When in Windows 2000, install the NVIDIA nForce
Driver Package. The user will have an option to install
the NVIDIA IDE driver during the installation process..

5. Reboot the system.
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Using GHOST with NVIDIA RAID

Problem
GHOST can interface with hard disk controllers by
accessing the appropriate memory and hardware loca-
tions directly. However, in doing so, this can bypass the
RAID enhancements that are provided by the system
BIOS. The system BIOS understands the underlying
disk and RAID array structures and formats. In order to
properly use GHOST to interact with a RAID volume, the
user should ensure that the tool is operating in a mode
where it does not talk directly to the hardware resources,
but rather communicates using the system BIOS.

Solution
In order to GHOST in a RAID volume, the user must:

* Disable the GHOST Direct Disk Access
* Force it to rely on Extended INT13 to access the disk
To set GHOST to use Extended Interrupt 13h(INT 13)access-

a. Start GHOST from the DOS prompt. (Not the Windows
Command Prompt session)

b. Select the “Options” (Alt+O) menu

c. Scroll to the “HDD ACCESS” Tab

d. Select the “Use Extended Interrupt 13h disk access”(Alt+E)
e. Select the “Disable direct IDE access support”(Alt+B)

f. Select the “Disable direct ASPISCSI access support”(Alt+B)

g. Press (Alt+A) to activate the “Accept” button to use the
new settings

h. Proceed to run GHOST as normal
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These steps will then allow the user to ue GHOST to
copy the disk image through the RAID array.

Note: Typically, disk cloning software accelerates data
transfer through direct disk access, which also
allows for overlapping read and write calls, further
accelerating the process. Because INT 13 calls
cannot “overlap”, read and write operations must
be performed in series, which causes the disk
cloning process to perform slower when RAID is

enabled.
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